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Fig. 1: (a) A common task in topological data analysis: extracting a persistence diagram of topological features. In this case, features
are based on the sublevel set filtration of pathology images with class labels (Gleason grade) that define the progression of prostate
cancer [32]. Knowing which features are important for each class is commonly an educated guess with the lifetime of a feature
(persistence) often assumed to define importance. (b) Our approach, based on a learned metric classifier, takes as input the unweighted
density of persistence points and reweighs this density based on what best defines a class. This allows us to build a field of importance
for regions of a diagram. (c) This importance field can be used to create visualizations to illuminate which features drive a classification.
For example, it can highlight what points are important directly in a diagram or, in the case of sublevel set filtrations, visualize the
important structure directly in an image. Consider that a hallmark of prostate cancer is gland degeneration as the disease progresses.
Calcifications (red arrow) are only present in well-structured glands and are highlighted as important structures for Gleason 3, an
earlier stage of the disease.

Abstract—
This paper presents the first approach to visualize the importance of topological features that define classes of data. Topological
features, with their ability to abstract the fundamental structure of complex data, are an integral component of visualization and analysis
pipelines. Although not all topological features present in data are of equal importance. To date, the default definition of feature
importance is often assumed and fixed. This work shows how proven explainable deep learning approaches can be adapted for use in
topological classification. In doing so, it provides the first technique that illuminates what topological structures are important in each
dataset in regards to their class label. In particular, the approach uses a learned metric classifier with a density estimator of the points
of a persistence diagram as input. This metric learns how to reweigh this density such that classification accuracy is high. By extracting
this weight, an importance field on persistent point density can be created. This provides an intuitive representation of persistence
point importance that can be used to drive new visualizations. This work provides two examples: Visualization on each diagram directly
and, in the case of sublevel set filtrations on images, directly on the images themselves. This work highlights real-world examples of
this approach visualizing the important topological features in graph, 3D shape, and medical image data.

Index Terms—Topological Data Analysis, Persistence Diagrams, Metric Learning, Classification

1 INTRODUCTION

Topological data analysis (TDA) [17] is a crucial component of many
data analysis and visual analytics pipelines. Features from TDA,
extracted using persistent homology [18], contour trees [8], Reeb
graphs [4, 40], and Morse(–Smale) complexes [14, 22], provide im-
portant abstractions of data structure in applications ranging from
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physics [6, 21, 28, 36] and chemistry [3, 20] to medicine [32–34, 45],
to name a few. As a natural consequence of the importance of these
features, researchers often want to use data topology to drive analysis
tasks such as classification.

Although, there is little intuition about which topological features
are important to define a class, or to what degree. For example, it is
commonly assumed that the persistence (lifetime in function value) of
a feature is a good weight for importance, as low-persistence features’
ephemeral lifetimes are often attributed to noise. But, contrary to this
assumption, work [7, 41] has shown that low-persistence features are
more important for some types of data. Therefore, the current practice
of determining which features to target and which to discount is to
assume persistence, make an educated guess, or, worse, determine the
correct weights for features as the result of a trial-and-error process.
In response to the diversity of datasets, it is necessary to develop a
visualization approaches that can aid users in understanding which



Birth

Death
Birth

D
ea

th

2

5

Pers
ist

en
ce

Fig. 2: The progression of a sublevel-set (L−
i ) of a scalar field for in-

creasing function values (i). The green feature is born at the minimum
introduced at 2, and dies when it merges with an older feature (shown in
purple) at 5. The birth and death are represented as a point in the 0D
persistence diagram (2,5). The lifetime (5− 2 = 3) of this feature is its
persistence.

features define important structures in a dataset.
In this work, we introduce an approach to provide such visualiza-

tions. The core of our work is to use proven, explainable deep learning
methods from computer vision on unweighted, vectorized density es-
timators of the points in persistence diagrams. Our metric learning
approach automatically learns the regional importance of topological
features in a diagram and the weights on densities that are necessary for
accurate classification. Rather than assume importance weights (persis-
tence) or find them through trial-and-error, we learn them. As a result of
using explainable deep learning, our approach provides an importance
field over a diagram that allows TDA researchers for the first time to
determine which features define a class and which do not matter. As an
initial step towards interpreting topological features, understanding the
importance field across a diagram has dual benefits. It enhances both
the field of TDA-based machine learning and TDA-based visualization
by encoding more meaningful topological information. Using this field,
new visualizations can be designed to illuminate the critical features
but also challenge any preconceived assumptions about fundamental
structure in data. For example, as our results will show, the commonly
assumed single, uniform weighting strategy on diagram points is in-
sufficient as importance varies by both class and dataset. While using
deep learning for classification with interpretation is not new, this work
is the first to apply such an approach to topological features and use
said result to visualize topological importance.

This work has the following novel contributions:

• A field over the space of a dataset’s persistence diagram that
highlights regions of importance in defining a class;

• An approach that utilizes this field to visualize feature importance
directly for zero-dimensional features of a sublevel-set filtration
of a scalar field;

• A deep metric learning approach for classification using topologi-
cal features that outperforms the accuracy of the state-of-the-art
topological-based methods; and

• Examples of our visualization approach highlighting, for the first
time, the importance of topological features for classes of graph,
shape, and medical data.

2 BACKGROUND AND RELATED WORK

In this section, we begin with a brief introduction to an abstraction of
topological features widely used in TDA, persistence diagrams. We
then detail how these diagrams are extended to encode a richer set of
features. For more details on this concept, we refer the reader to [17].
Next, we discuss the weight functions on topological features and the
need to learn these weights, vectorizations of persistence diagrams, and
a brief overview of the approaches to visualize topological features.

2.1 Topological Features and Persistence Diagrams
Homology is a concept from algebraic topology that describes the holes
(connected components, cycles, voids, etc.) of a topological space.
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Fig. 3: An illustration of an extended persistence diagram. (a) A graph
with height filtration, where each node is associated with a filter value.
(b) The ordinary and extended barcode.1 (c) The persistence diagram
with extended filtration. (d) The persistence diagram with standard fil-
tration. The extended persistence diagram highlights the effectiveness
of the extended filtration function in capturing the additional topological
information beyond the standard filtration.

Notationally, for each integer k, we let Hk(X) denote the k-th homology
group of a domain, X ; see [23, 37] for details. For our purposes, we
use Z2 coefficients, and so, the k-dimensional homology groups are
vector spaces that describe the k-dimensional holes of X .

A filtration is an ordered family of topological spaces, connected
by inclusion maps between them. For example, if we let Xi := {x ∈
X | f (x) < α} w.r.t. α ∈ R denote sublevel set of f , we get a nested
sequence of topological spaces, X1 ⊆ X2 ⊆ ·· · ⊆ Xn = X . The inclu-
sion Xi ↪→ X j for i < j induces a linear map between the homology
groups Hk(Xi) → Hk(X j) on the corresponding k-th homology. The
two most common filtrations are the sublevel sets of scalar functions
(e.g., for image data) or the evolution of a Vietoris–Rips complex for
unstructured data (e.g., for point clouds) [24, 51].

Persistent homology [17], roughly, encodes the lifetime of a homo-
logical feature in this nested sequence. Homology provides a static
description of topology, while persistent homology captures topology
evolution over multiple scales through filtration and tracks changes
in homology groups. This is accomplished by recording where a fea-
ture first appears (birth) and where it is subsumed by an older feature
(death). Plotting this lifetime in R2 (birth as the x-coordinate and death
as the y-coordinate) gives a persistence diagram. The diagram D is
composed of a set of points in the plane, where each point (b,d) repre-
sents a feature. The feature corresponds to a k-dimensional homological
structure that is created at the filtration value Xb and destroyed at the
filtration value Xd . In the case of a sublevel set filtration of a scalar
field, these coordinates are always function values of critical points. For
example, births for zero-dimensional (0D) features (H0, i.e., connected
components) occur at local minima. We call the difference between

1The barcode in the extended filtration comprises three categories: ordinary,
relative, and extended. For simplicity, we omit the relative barcode in this
example since it is empty.



the birth time (b) and the death time (d), |d −b|, the persistence of the
feature. See Fig. 2.

Extended persistence. In the sublevel set filtration, the homol-
ogy group of every topological space is captured by going upward in
function value. However, this filtration may be insufficient in some
contexts to encode the topology of domain X . For example, let X be a
graph, in the case where X contains cycles, the homology group of X
remains unchanged as the cycles never die.

To address this limitation, an extended persistence diagram [13]
is proposed using an extended filtration. This approach ensures that
every feature that appears in the space eventually disappears. We use
relative homology theory and consider both upward and downward
directions. Specifically, we compute the homology group going upward
and the relative homology group coming back down. This results in
paired births and deaths, where every feature that appears in the space
eventually dies, and all births are paired with corresponding deaths.

In persistent homology, the extended filtration distinguishes between
three categories of topological features: ordinary features that are born
and die going upward, relative features that are born and die going
downward, and extended features that are born going upward and die
coming downward.

This approach is best illustrated with a simple example. See Fig. 3
(a) with a graph with a scalar height function on the nodes. First, we
compute the persistence diagram using standard filtration by going
upward. The corresponding topological features with finite lifetime
under this filtration are defined as ordinary features, which capture two
0D features (i.e., connected components). Specifically, one feature is
born at height c and dies at e, while the other is born at height d and
dies at e. These two features are represented by the yellow and green
lines in the ordinary barcode of Fig. 3 (b).

Additionally, three topological features are born and never die under
this filtration, namely one 0D feature born at height a and two 1D
features born at height e and g. We utilize relative homology theory
to pair the death time of these topological features. Intuitively, if such
feature is also created by going downward, then the corresponding time
denotes the death time. This is because the downward-created feature
represents a relative death time with respect to the upward-created
feature that disappears. In the extended barcode of Fig. 3 (b), there is
a 0D feature that is born at height a going upward and dies at height
f coming downward (shown in blue line). Additionally, there are two
unpaired 1D features: one is born at height e going upward and dies
at height b going downward, while the other is born at height g going
upward and dies at height d going downward (shown in purple and
orange). Note that 1D features are born by going "up" and die by going
"down." Therefore their birth time is larger than their death time. These
features are encoded below the diagonal of the persistence diagram, as
represented by the purple and orange diamonds in Fig. 3 (c).

Comparing with the persistence diagram under standard filtration in
Fig. 3 (d), we observe that the extended persistence diagram in Fig. 3
(c) captures additional topological features. Specifically, the extended
persistence diagram pairs three 0D and 1D topological features not
paired in the standard filtration.

Wasserstein Distance. The classic distance between persistence
diagrams is the p-Wasserstein distance [12]. At a high level, given
two diagrams, this distance accumulates the cost of optimal point-
wise matching between points of two diagrams. The diagonals of the
persistence diagrams are also viewed as having an infinite number of
points. As low persistence points are close to the diagonal, they do
not significantly add to the accumulation when not matched. High
persistence features are far from the diagonal and therefore incur a
steeper penalty when they do not have a good match. Therefore, this
distance naturally encodes persistence as a measure of importance.

2.2 Weighting Topological Features
Weighting topological features is essential in extracting more mean-
ingful and relevant information from complex topological structures.
Traditionally, the weight function is defined as the persistence of a
feature, but as mentioned, persistence may not always be the most

appropriate weight. Moreover, uniformly weighting all data does not
account for any variance in the importance of topological features with
respect to a dataset or class label. For instance, Hofer et al. [25] also
noticed that the weight function of a persistence diagram should not
be pre-fixed (i.e., weighting based on persistence). Similarly, both
Harish et al. [16] and Hamish et al. [9] proposed methods that enable
users to interactively define the importance of topological features.
However, these methods require prior domain knowledge and do not
integrate with any learning approaches. Zhao et al. [56] also has shown
a real-world scenario in the atomic configurations of molecules where
low persistence features are most important and, therefore, should be
given a larger weight. Finally, Riihimäki and Licón-Saláiz [43], also
highlighted the significance of low persistence features in topological
persistence in their design of a contour metrics for topological features.

2.3 Persistence Images

In order to utilize topological features for downstream tasks, such as
machine learning, it is necessary to transform them into vector repre-
sentations. To accomplish this, several methods have been proposed
that convert topological features into vectors [1, 2, 7, 10, 31]. One such
vectorization is a persistence image, which is used by our approach.

Given a persistence diagram D in birth-death (b,d) coordinates. Let
T : R2 → R be the linear transformation: T (b,d) = (b,d −b), and let
T (D) be the transformed multiset in birth-persistence coordinates 2.
Set φµ : R2 → R be a differentiable probability distribution with mean
µ = (µb,µd) ∈ R2 and bandwidth σ .

The corresponding persistence surface is a function Φ : R2 → R
defined by Φ(T (D)) = ∑µ∈T (D) w(µ)φµ (z) for any z ∈ R2, where
φµ (·) is the Gaussian kernel function as described above. w(·) is a
weight function, which is typically a piecewise linear function. The
persistence image [1] is obtained by discretizing Φ(T (D)) and taking
samples over a fixed regular grid. To be precise, we choose a rectangular
region in the plane with a collection of n×n pixels, and compute the
value of each pixel over the region within the bounding box of the
interval by I(D) :=

∫∫
Φ(T (D))dydx, where x and y are the direction

of the grid. The resulting image is denoted as I(D). For simplicity, we
drop the function notation and refer to a persistence image as just I.

In the original paper, the weight function w(·) is defined as the per-
sistence of a feature. Persistence images with such a weight, we refer
to as persistence-weighted persistence images. This weight function is
also commonly utilized in other proposed methods for vectorizing topo-
logical features. As previously mentioned, persistence may not always
be the appropriate weight. To enable a more flexible weight function,
Divol et al. [15] first proposed a cross-validation method to select a
better weight function of persistence images for different datasets, their
result showed customized weight function for each dataset leads to
better accuracy when using topological representation in classification.

In this work, we also do not assume persistence is the measure of
importance but build models to learn the correct weight. Similar work
has also been pursued by Zhao et al. [56] where they proposed a kernel
method to learn a similarity metric for persistence images based on
class labels. The learned metric on persistence images is then applied to
graph classification. However, this work only investigated a non-deep
distance metric of topological features without consideration of inter-
preting the importance of topological features. In contrast, we propose
a deep metric learning model, which combines a deep neural network
and metric learning. As we show, our deep network approach outper-
forms this previous work concerning classification accuracy. More
importantly, using a deep metric allows explainable deep learning ap-
proaches to extract the importance of topological features used in the
classification. We use this importance to provide, for the first time, a
visualization of what topological features define a class.

2In our experiments, we exclude points that correspond to features with
infinite persistence since they are less informative than features with a defined
birth and death time.



Fig. 4: The architecture of our deep metric model includes a CNN with
attention modules and a metric loss function (triplet loss), where input
is unweighted persistence images. The number at the bottom of a layer
denotes the number of channels. FC means fully-connected layer and
rectified linear activation function (ReLU) is a piecewise linear function.
In training, a target is chosen with a randomly sampled positive and
negative example.

2.4 Visualizing Topological Features
Persistence diagrams are specialized scatter plots, therefore their visu-
alization is straightforward and generally has not changed from their
inception. The majority of work on visualizing topological features
has focused on features that have a direct geometric interpretation. For
instance, it is common to visualize manifolds and cells of uniform
gradient flow in a Morse-Smale complex or the branching structures of
contour trees [8] and Reeb graphs [4, 40]. There has also been working
to visualize the generators from homology groups [27, 38] (or coho-
mology groups [52]) as a way of aiding the analysis of data. Finally,
systems [39, 50] for topological analysis allow the visualization of the
topological features (critical point pairs) embedded directly in the scalar
fields that produce them. As mentioned previously, persistence is often
the default measure of importance. Therefore, visualizations produced
by users of these systems commonly color or resize these pairs based
on persistence [19, 30]. In this work, we provide the first approach to
visualize a proxy for the actual importance of topological features in
classification. In addition, we show how our work can drive in-image
visualizations with an approach to illustrating the importance of 0D
features of sublevel-set filtrations.

3 LEARNING AND VISUALIZING TOPOLOGICAL IMPORTANCE

As we discussed Section 2, persistence as a weight for importance is
not the best choice for some applications. Rather than assume that
importance can be guessed in advance, it is better to build an approach
that learns the best weight for topological features. Since we need a
basis to learn these weights, we restrict our approach to the classifica-
tion of known and unknown class labels. A learned weight function
will also provide insight into which topological features are important
in determining class label. To accomplish our goal, we propose a deep
metric model using a convolutional neural network (CNN) with an
attention module. After this model is trained, we utilize explainable
machine learning techniques to visualize the importance of topological
features. At a high level, our approach has two parts: learning a weight
on topological features in Section 3.1 and visualizing the learned weight
in Section 3.2.

3.1 Metric Learning for Topological Classification
We use persistence images [1] as initial vectorized density estimators
of diagram points. Rather than use the typical persistence weights, we
use a uniform weight, w(·) = 1. This allows our CNN to learn how to
re-weight the pixels of these unweighted persistence images such that
classes are well-separated.

To achieve this goal, we introduce our deep metric learning frame-
work as shown in Fig. 4 that contains the following modules: a CNN
with a metric learning loss function as described in Section 3.1.1 and
an attention module as outlined in Section 3.1.2.

3.1.1 Deep Metric Learning
Here we give a more concrete overview of the deep metric model used
in this work. Given a set of labeled unweighted persistence images,

the goal is to learn a weight that can distinguish between similar and
dissimilar samples. This learned weight is used as the basis for our
visualization of topological feature importance. Our model uses a deep
neural network to learn a feature vector and then uses a metric loss
function to learn a similarity metric based on these features.

We tested two potential CNNs for our deep metric model: one
standard CNN and VGG16 [46] containing 13 convolutional layers.
For both of our CNN architectures, we applied an attention module (see
Section 3.1.2 ) for refinement. In our testing, we found that the feature
vectors produced for unseen data by the standard CNN were slightly
more accurate (+1%) than VGG16. Therefore, our deep metric model
uses the smaller, 6 convolutional layered CNN with one fully-connected
layer as shown in Fig. 4.

We use triplet loss as the metric loss function in our model due to its
aptitude for learning meaningful feature representations. Triplet loss
excels in comparing instances, making it ideal for capturing topological
structures. By utilizing anchor, positive, and negative examples, it
guides the model to create embeddings that respect data topology. This
aligns with our goal of visualizing and classifying topological features.
Additionally, triplet loss enables us to integrate domain-specific knowl-
edge by selecting instances strategically, enhancing interpretability and
performance.

Triplet Loss. This loss is computed using three input examples,
chosen at random: 1) a target image IT ; 2) a positive example IP that
has the same class label as the target; and 3) a negative example IN that
has different class label as the target. Following the previous work [26],
the triplet loss function L(·) can be formulated as:

L(IT , IP, IN) := max(|| f (IT )− f (IP)||2−

|| f (IT )− f (IN)||2 +β ,0),

where f (·) is the learned weight function of the deep learning model
and β is the margin for the loss, which sets the minimum distance
between positive and negative examples. In the training, positive and
negative examples are randomly sampled, given a target image.

3.1.2 Attention Module
In order to improve the learned weight of our model, an attention mod-
ule is applied to re-weight the activation map of the CNN, which gives
attentional importance to each neuron. An activation map in a CNN is
a 2D representation of the output of a specific layer in the network. It
shows the level of activation of each neuron in the layer. The attention
module integrated into CNN enables the network to assign different
weights to various regions of the activation map, allowing it to concen-
trate on the most informative areas that were crucial in determining
the final classification decision. Attentional importance is inspired by
visual neuroscience where the most informative neurons suppress the
activities of the surrounding neurons. This concept is applied to our
CNN through an energy function e that calculates the linear separa-
bility between a target neuron and others to estimate the importance
of individual neurons. See [54] for a more detailed description of
the energy function and approximate solution. The energy function
enhances our learned weights and visualization by determining the
importance of each neuron and re-weighting them accordingly. Specifi-
cally, in our testing, we observed that using this function led to a higher
classification result (+3%) compared to not using it.

Given an activation map A ∈ RC×H×W , where C is the number of
channels and W , H are the width and height of the convolutional layer,
respectively. An attention module is applied to a CNN to re-weight the
activation map. The new Â ∈ RC×H×W can be calculated as:

Â = sigmoid(
1
E
)⊙A,

where ⊙ is a scaling operator (multiplication) and E aggregates all
energy function e values across the channel and spatial dimensions. We
add this attention module to the third and last two CNN layers similar
to the original paper.

Parameter Details. Our deep metric learning model is trained from
scratch without fine-tuning. We randomly initialize the model’s weights
to fully explore its parameter space without the biases or constraints



imposed by a pre-existing model. The model inputs are unweighted
persistence images with the size of 40× 40 and σ = 0.1, which are
the same parameters used in [56]. Both the ordinary and extended
persistence diagrams can be used to generate persistence images for
our input. To train our deep metric model, we set the learning rate as
0.001 and batch size as 64. Adam optimizer is used to speed up the
gradient calculation and the dropout regularization method is also used
to avoid over-fitting. The Rectified Linear Unit (ReLU) function is
used as our activation function, max(0,x), where x is the value of the
activation map, because we are only interested in features that have
a positive impact on the class label. We use a standard setting for
the triplet loss hyperparameters: a margin of 0.1 and cosine similarity
distance to measure the distance between examples in the embedding
space. An Lp regularizer term is applied in the triplet loss calculation.
For the attention module, we use the same parameter setting as [54].
Our implementation is based on PyTorch.

3.2 Visualization of Topological Importance

As a direct benefit of using a CNN in our deep metric model, we provide
the first approach to visualize the importance of topological features in
classification. Note that this approach can be applied to not only our
seen, training data, but also any unseen, new data. In particular, we
leverage an explainable CNN method to highlight regions in our input
persistence images that contribute the most to the model’s decision-
making. In this section, we introduce the explainable CNN technique
used by our approach, Grad-CAM [44] and how it can be used to
create a field describing the importance of topological features. This
importance field can be visualized directly, mapped back to the original
points in the persistence diagram, or even mapped to features in the
original data as shown below.

3.2.1 Field of Topological Importance

To visualize the learned weight function in our model such that the most
significant regions of topological features in the persistence image are
highlighted, we apply the Grad-CAM method in the last convolutional
layer. The last is chosen as its activation maps are the most meaningful
as it combines information from all other layers.

Grad-CAM [44] Given our attentionally weighted activation maps
Â ∈ RC×H×W , where C is the number of channels and W , H are the
width and height of the convolutional layer, respectively. Ac ⊆ Â refers
to the activation map in the c-th channel produced by the last convolu-
tional layer. We first calculate the gradient of class label score for yk as
dyk

dAc , where k is the class label, yk is the predicted probability of k given
by the network.

Then the average gradient of the class label score, α , can be com-
puted under global-average-pooling as:

α
k
c =

1
M

W

∑
i=1

H

∑
j=1

dyk

dAc
i j
,

where i and j are the index of width W and height H, Ac
i j is the activation

weight at location (i, j) of the activation map, Ac, and M = H ×W .
Finally, we can weigh the activation maps across all channels in the
CNN through a linear combination with ReLU:

ReLU(
C

∑
c=1

α
k
c ·Ac),

where the ReLU function is added to filter out negative influences on
the pixel of interest.

The resulting weighted activation map provides a field over the space
of a persistence image that defines regions of importance. This field can
then be used as a proxy to define the importance of topological features.
The following paragraphs will describe how to design visualizations of
this field, including how it can be used to drive an in-image visualization
of pixel importance for sublevel set filtrations.

3.2.2 Visualization of Importance Field.
We can visualize the importance field of topological features by directly
displaying the weighted activation map as a colored (magma) heatmap,
similar to how it is done in other works on explainable CNNs. To help
orient the visualization in regards to the original persistence diagram,
we add the standard diagonal line on our map visualization. To give
better intuition on the shape and amount of importance of each region,
we overlay green isocontours. We draw contours for three isovalues
set to be 50%,70%, and 90% of the maximum importance weight. For
example, the region of the inner contour line means the feature value
in this region inside is greater than 90% of the maximum importance
weight. We can visualize the map directly (see Fig. 6) or as an overlay
on the plot of the persistence diagram (see Fig. 7).

In-image Visualization of the Topological Importance. To provide
better insight into what topological features drive a classification, we
show how our importance field can be used to design an in-image
visualization of topological feature importance. We target the most
interpretable dimension and filtration: 0D features via a sublevel set
filtration of an image.

In this case, there is a natural correspondence between 0D topo-
logical features and critical pairs (minima and saddles) that define
them. This correspondence, combined with our importance field over
the space of a diagram, can provide an intuitive visualization of what
structure defines a class in original data.

Given an image and its persistence diagram, we can use the diagram
to obtain critical pair information for each point (b,d) in the diagram,
which corresponds to a interlevel set in the image. Specifically, let pb
be the sublevel set in the image corresponding to the grayscale value
b (the minimum point), and let pd be the sublevel set corresponding
to the grayscale value d (the saddle point). Each point, (b,d), can
be used to look up the importance directly in our importance field
(discrete, but linearly interpolated). Based on these pixel values, the
corresponding pixel locations can be plotted and visualized directly,
say by picking each minimum for each point like previous work [11,19,
30, 47]. Although this only provides an intuition of the extremes in a
feature, not the 0D topological feature each pair represents. Therefore,
for our approach, we visualize features by drawing the interlevel set
between pb and pd for each pair.

We now discuss how to visualize the interlevel set of 0D topological
features. To begin, we consider the sublevel set filtration for the image,
which involves constructing a nested sequence of topological spaces
based on the image’s grayscale values. Given an image with grayscale
values ranging from 0 to 255. A continuous function can be defined
that assigns each pixel its grayscale value. The sublevel set filtration
of the image is then defined as the nested sequence of sublevel sets:
p0 ⊆ p1 ⊆ ·· · ⊆ p255, where the sublevel sets pk correspond to the set
of pixels in the image with grayscale values less than or equal to k.

Given a point (b,d) in the persistence diagram, the corresponding
interlevel set can be determined as pb ⊆ ·· · ⊆ pd , where pb and pd are
critical pairs in the image. This interlevel set captures the birth and
death of a 0D topological feature in the image, providing insight into
its lifetime. By visualizing the interlevel set, we aim to gain a deeper
understanding of the topological features present in the image.

We color each interlevel set based on the importance value of the
diagram point in our field, again, using the magma color map. In cases
where an older feature subsumes a younger feature in the filtration, we
assign the same color to both features. This is because the older feature
includes the 0D feature of the interlevel set of the younger feature in
our extraction.

To highlight high-importance regions we process the set of persis-
tence points, rendering their 0D features of interlevel sets, in inverse
order of importance. Thus, the most important regions are in front.
Given that our image data has discrete function values, there will be
the potential of several sets getting the same importance value. Since
they share the same color, their relative ordering does not matter.

4 RESULTS

In this section, we demonstrate the effectiveness of our approach in:
(1) learning a metric for topological features, such that features are



weighted for accurate classification and; (2) visualizing topological
importance such that key structures for the classification are highlighted.
The real-world datasets evaluated in our approach are detailed in Sec-
tion 4.1. We begin with a study in Section 4.2 with a scenario where we
assume to have prior knowledge of the meaningful importance weight
function (persistence), and show that our method can learn that weight.
In practice, however, this prior knowledge cannot be assumed there-
fore, importance must be learned. We evaluate our learned weight
on a variety datasets and provide topological classification results in
Section 4.3. We compare and show these results are more accurate than
other state-of-the-art approaches. Finally, we provide examples of us-
ing the importance field extracted from the learned weight to visualize
topological importance in Section 4.4. All examples in the following
figures use unseen data to our model. Our code is available in an OSF
repository. Our importance field is presented with a magma colormap,
but to keep our results distinct, we present all other persistence images
(weighted, unweighted) using viridis.

4.1 Evaluation Datasets
We evaluate our approach on five datasets from graph, shape, and
medical imaging, which includes a range of filtration functions and
dimensions of topological features.

3D Shape [48] This dataset contains 6 different 3D shape classes
including faces, human heads, camels, horses, cats, and elephants.
There are 1,200 persistence diagrams in total with 200 persistence
diagrams for each class. Diagrams of 0D features are produced using
the implementation of [11] that uses a Vietoris–Rips filtration.

PROTEINS [5]: This graph dataset of protein molecules contains
1,113 graphs with 2 classes: enzymes and non-enzymes. Nodes of
each graph are amino acids and edges connect pairs that are less than 6
Angstroms apart. Following [56], the Jaccard-index function on graph
edges allows extended persistence diagrams to be computed using
sublevel-set and superlevel-set filtration to extract 0D and 1D features.

COLLAB [53]: This is a graph dataset denoting scientific collabo-
rations in High Energy Physics, Condensed Matter Physics, and Astro
Physics. This set has 5,000 graphs with 3 labels that indicate the re-
search area. Similar to the PROTEINS dataset, extended persistence
diagrams with 0D and 1D features were produced for each graph.

Prostate Cancer [32]: This set includes 5,182 region-of-interest
images from hematoxylin & eosin (H&E) stained histological images
with 3 classes, that denote the progression of cancer (Gleason score 3,
4, and 5). Persistence diagrams of 0D features were produced for each
image via sublevel set filtration using the Giotto-tda library [49].

Colorectal Cancer [29]: This is a set of 1,800 region-of-interest
images from H&E stained histological images with 9 classes. Similar to
the prostate images, diagrams are obtained for 0D features via sublevel
set filtration using Giotto-tda library [49].

4.2 Learning Persistence Weights
Our deep metric model is designed to learn the best weight for dia-
gram point density for classification. We present a scenario in which
persistence is the appropriate weighting for topological features, and
demonstrate how our learned weight can effectively capture "persis-
tence". To evaluate this ability, we generated two synthetic datasets,
each containing diagrams of a distinct class, with one high persistence
feature present in all members of that class. Additionally, each diagram
contains 100 randomly generated low persistence points, representing
random noise. This scenario tests the efficacy of using persistence as
a measure of importance when one high-persistence feature defines a
class amidst low-persistence noise.

Fig. 5 illustrates our results. Fig. 5 (a) gives an example diagram
from each class where the important high persistence feature is denoted
with a red arrow. Fig. 5 (b) shows the average for all class members
of the standard persistence-weighted persistence image where the high
persistence features receive a larger weight. Fig. 5 (c) is the average
unweighted persistence image that gives the density of points, where
all points are considered equal. This is the average image of the inputs
to our approach. Note that the diagonal noise dominates as it contains
the highest density of points. As persistence is the ideal weight for this
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Fig. 5: (a) Example persistence diagrams (PD) for 2 classes with 0D
features. Each class has one high persistence point and a random
distribution of many low persistence points. In this case, a persistence
weight would be ideal for classification. (b) A persistence weighted
persistence image (PI). (c) Given a uniform density distribution, (d) our
approach can learn to weight by persistence.

Fig. 6: 3D Shape examples along with a visualization of topological
importance for their classification. The top portion of each figure shows
the persistence diagram for the 3D shape example with 0D features,
while the bottom portion shows our visualization of the importance field.
In this case, our deep learning model leans a persistence-like weight of
features.

scenario, if our approach works as it should, the average importance
field produced should be similar to the average persistence-weighted
persistence image. Fig. 5 (d) shows that this is the case since high
persistence features are deemed important and low persistence features
are discounted. Therefore, our approach can learn persistence weighting
if that weight is the right one for a dataset, but it is not limited to only
considering that measure of importance.

We provide another, real-world example of our approach learning
a persistence-based weight in Fig. 6. This dataset consists of 3D
shapes and has been previously used for feature tracking based on
high-persistence topological features [11]. Given this prior use, we
can assume that standard persistence-based weighting would yield
satisfactory results. This assumption is supported by the accuracy
of persistence-based weighting strategies in our classification results,
which are discussed in Section 4.3. As shown in Fig. 6, our deep
metric model indeed learns to assign importance based on persistence.
High-persistence features are given more weight, while low-persistence
features are discounted.

4.3 Learned Weight Accuracy
For our visualization to be effective, the deep metric classifier on which
it is based should be accurate. To this end, we evaluate the accuracy of
our learned weight by comparing it to other commonly used topological
representations in classification. Similar to the state-of-the-art approach

https://osf.io/wbtrp/?view_only=e617f1e2398e4a7a8273350183a89eca


Table 1: Classification accuracy percentage using topological features,
comparing our approach with 1-Wasserstein distance (W1), persistence-
weighted persistence images (PWPI), weighted persistence image ker-
nel (WKPI), Betti curves (BC), persistence-weighted Gaussian kernels
(PWGK), and sliced Wasserstein kernel (SWK).

Dataset W1 PWPI WKPI BC PWGK SWK Ours

3D Shape 0.92 0.89 1.0 0.91 0.9 0.88 1.0

COLLAB 0.76 0.73 0.77 0.76 0.71 0.78 0.84
PROTEINS 0.77 0.76 0.79 0.76 0.72 0.76 0.87
Prostate 0.82 0.85 0.88 0.86 0.83 0.84 0.95
Colorectal 0.77 0.78 0.81 0.77 0.78 0.75 0.85

in learned topological classification [56], we employ an SVM-kernel
classifier and adopt a 90/10 training-test data split. In order to ensure a
fair comparison, we use the same training and testing dataset for both
our deep metric model and the classifier. Accuracy results are based on
the classification of the unseen, test data.

We compare our method to other topological representations fre-
quently used in classification, such as persistence diagrams using 1-
Wasserstein distance (W1), persistence-weighted persistence images
(PWPI) [1], Betti curves (BC) [42], persistence-weighted Gaussian
kernels (PWGK) [31], and sliced Wasserstein kernels (SWK) [10]. Ad-
ditionally, we compare our method to the previous state-of-the-art in
learned weights for topological classification: the weighted persistence
image kernel (WKPI) [56]. We use the same parameter settings for
persistence images (size 40×40, σ = 0.1) and Betti curves (BC) size
(40×40) as described in [56]. The training time for our method is at
least 5 times faster than the WKPI method for learning to weight, as
we employ a more streamlined model. To illustrate, when considering
the Colorectal dataset with 1800 datapoints, our training process takes
approximately 11.25 minutes, while WKPI requires over an hour.

A sensitivity analysis was conducted to evaluate how changes in
parameter settings affect the persistence images and Betti curves in
Prostate cancer image classification. The size of persistence images and
Betti curves were varied of the range [10×10, 100×100] in increments
of 1, and σ of persistence image was varied of the range [0.001,1] in
steps of 0.001. The results showed that the classification accuracy was
not significantly affected, with a difference of less than 1%.

The classification results in Table 1 demonstrate that our approach
outperforms traditional W1 distance of persistence diagrams in terms of
accuracy. In fact, our approach achieves a significant improvement in
accuracy over the next best method in the graph classification task for
the COLLAB dataset, with an increase of +6%. Although W1 already
provides accurate results for 3D shape classification, our method further
improves accuracy to achieve perfect classification results. For the
prostate imagery dataset, our method achieves an increase in accuracy
of +7% over the next best method, resulting in an overall classification
accuracy of 95%. Our approach also yields a +4% improvement in
classification accuracy for the colorectal cancer dataset.

Of particular note is our accuracy for the PROTEINS graph classifi-
cation (87%). This not only outperforms the other representations (an
increase of +8% compared to the next best), it outperforms the best-
known machine learning approach [55] (85%) according to the Papers
with Code website at the time of submission.

Our results illustrate how our learned weight outperforms approaches
that assume persistence as the measure of importance (PWPI, BC,
PWGK, SWK). This implies that persistence is not the ideal weight
in these datasets. In addition, our approach is comparable or better
than the state-of-the-art in learned weights for topological classification,
WKPI. This indicates that our approach’s use of a deep learning network
is more effective than the previous work.

The accuracy of our classification results motivates our next step:
visualizing the importance of topological features in order to understand
what topological features are key to defining classes.

Fig. 7: PROTEINS graph classification with two classes: enzymes and
non-enzymes. (left) Example persistence diagrams with 0D and 1D
features overlaid with our visualization of the importance field for each
class, which has the smallest W1 distance. (right) Visualization of the
corresponding persistence-weighted persistence images.

4.4 Visualization Results

In this section, we present both the visualizations of our proposed topo-
logical importance field and an in-image visualization of the topological
significance. The former allows for a clear representation of the learned
topological importance, while the latter highlights the significance of
topological features within the data itself.

We demonstrate the effectiveness of our visualization by answering
the following questions: (1) Can our visualization show different im-
portance regions in different classes while persistence cannot?; (2) Can
our visualization indicate similar topological importance regions in the
same class while persistence cannot?; and (3) Can our visualization
show examples with varied importance regions but with similar and
meaningful structures in the data itself?

The importance field visualization for PROTEIN answers the first
question in Fig. 7, providing the importance field obtained from the
learned weight and persistence weight of example classes: non-enzyme
and enzyme. We randomly selected an enzyme example from the test-
ing data, and the non-enzyme example was obtained by calculating
the 1-Wasserstein (W1) distance across the testing data, which had the
smallest W1 distance compared with the enzyme example. In other
words, a traditional uniform, persistence-based approach would not con-
sider these two datasets to be in separate classes. Our results show that
their persistence-weighted persistence images look virtually identical.
Hence, the pre-assumed and fixed weight function (persistence) is not
an appropriate metric to distinguish these two examples. However, our
visualization of the importance field indicates a significant difference
between the two classes. Specifically, the non-enzyme example high-
lights the importance of both 0D and 1D features in classification, with
a mix of low and medium persistence 0D features and low persistence
1D features. In contrast, in the enzyme example, the 0D features are
born at low function values and are the most important in classification,
with a negligible contribution from 1D features.

To attempt to answer the second question, we used the PROTEIN
dataset as evidence, as shown in Fig. 8. This result presents the impor-
tance field obtained from our learned weight and persistence weight
of the same class, enzyme, where these two examples have the largest
W1 distance. In other words, we found a dataset where a traditional
persistence-based weight would likely treat these two datasets as being
from separate classes. This is further illustrated by the two examples
showing notable differences in their persistence-weighted persistence
images. These differences indicate that the persistence weight function
alone is an insufficient metric for classification.

https://paperswithcode.com/sota/graph-classification-on-proteins
https://paperswithcode.com/sota/graph-classification-on-proteins


Fig. 8: PROTEINS graph classification with class enzymes. (left) Ex-
ample persistence diagrams with 0D and 1D features overlaid with our
visualization of the importance field for same class, which has the largest
W1 distance. (right) Visualization of the corresponding persistence-
weighted persistence images.

However, our importance field visualization highlights that the most
important features for classification are the 0D features that are born at
the low function value, which are similar in both examples. Therefore,
our learned metric is superior for classification, and the evaluation
results in Table 1 support this conclusion.

Fig. 9 shows the importance field visualization for graph exam-
ples from scientific collaboration networks in High Energy Physics,
Condensed Matter Physics, and Astro Physics (COLLAB). For each
class, the plots show two example persistence diagrams from each class
overlaid with the importance field visualization.

For High Energy Physics in Fig. 9, the first example demonstrates
that the classification is determined by both low persistence 0D and
1D features that are born and die at low function values. The second
example highlights the significance of both low persistence 0D and
1D features as well, while they are born and die at medium function
values. In Condensed Matter Physics, both examples have a simi-
lar importance field, with low-medium persistence 0D features born
at low-medium function values being the most significant. In Astro
Physics, both examples show that the 1D features (lower triangle in
the diagram) are important in classification, despite being in different
ranges of persistence and birth-death locations. This implies that col-
laboration loops between authors are likely more indicative in Astro
Physics than other classes (i.e., Condensed Matter Physics). These ex-
amples illustrate the use of a mix of high, medium, and low persistence
features in classification, suggesting that a single weighting scheme
(persistence, inverse-persistence, or other) would not yield high-quality
classifications. This is supported by our quality measures in Table 1.

Our visualization results for medical imaging datasets provide an
answer to the third question by demonstrating the in-image visualization
of topological importance, which effectively highlights the medically
significant structures within the data. This visualization is interpreted
by our biomedical collaborators.

In Fig. 1 and Fig. 10, we present the visualization results for digital
pathology images of prostate cancer. The dataset includes examples
of Gleason 3 to 5, where higher grades correspond to more advanced
stages of the disease. A hallmark of this disease is that well-formed
prostate glands deteriorate and lose structure, such that at more ad-
vanced stages, no glandular structure is present. As our visualization
shows, this is indeed the case as the stroma defining the glandular
structure are the most important features in the classification of Glea-
son 3. As cancer progresses to Gleason 4 and as the glands break

Fig. 9: COLLAB graph classification with three classes. (left) Example
persistence diagrams with 0D and 1D features overlaid with our visual-
ization of the importance field from 3 collaboration networks in physics.
(right) Example persistence diagrams overlaid with our visualization of
the importance field for the same class.

down, the important features become more cellular, involving both the
semi-structural stroma and nuclei. At the final stage of progression
in Gleason 5 where glands have entirely deteriorated, no structure is
present, and the important features become local/cellular information.
These important features are not captured by common measures of
importance, such as persistence, and can be identified and visualized
for the first time with our approach. For example, prostate calcifica-
tions only occur in well-formed glands. In Fig. 1, these are important
features in our field (red arrow). Furthermore, as Fig. 10 illustrates,
important regions in the diagram vary in different examples, while our
in-image visualizations show that they correspond to similar structures.
This provides further evidence that a single weighting strategy is not
ideal for this dataset. This is supported by the fact that our learned
weight achieves 95% accuracy, as shown in Table 1.

Our final example, shown in Fig. 11, demonstrates the application
of our method to colorectal cancer image classification with 9 classes.
Each class has various of structural arrangements and distributions. Our
visualization provides the first step to interpret the structural difference
between them by highlighting the importance of topological features
in distinguishing their classes. For instance, normal colon mucosa
(NORM) features a uniform and regular arrangement of epithelial
cells with glandular structure, while cancer-associated stroma (STR)
displays a more disorganized arrangement that disrupts the normal
tissue structure. As shown in this figure, our visualization emphasizes
such structural importance. Moreover, in comparison with NORM
class, colorectal adenocarcinoma epithelium (TUM) also has glandular
structure, but with abnormal epithelial cells. Our in-image visualization
highlights the glandular structure in both NORM and TUM, indicating
the normal cells in NORM and the abnormal cells in TUM.

Other examples further demonstrate how our visualization aligns
with the important structural characteristics of each class. For instance,
the background (BACK) example shows that the important features
are mainly artifacts, indicating that this class is predominantly noise.
Adipose (ADI) tissue comprises adipocytes and connective tissue, and
our in-image visualization highlights the connective tissue structure.
Debris (DEB) refers to damaged tissue that has broken down, which is



Gleason 3 Gleason 4 Gleason 5

Fig. 10: Prostate cancer medical image classification. Each class has two examples in Gleason 3,4 and 5. From top to bottom are the original image,
its persistence diagram with 0D features overlaid with our learned importance, and in-image visualization of topological importance.

ADI BACK NORM TUM DEB MUS LYM MUC STR

Fig. 11: Colorectal cancer image examples from 9 classes. Each column is an example image per class, its persistence diagram with 0D features
overlaid with our learned importance, and in-image visualization of topological importance.

also reflected in the lack of structure in the in-image visualization. Next,
our importance visualization highlights the fibers of found in smooth
muscle (MUS) and the sparse tissue of mucus (MUC). Lymphocytes
(LYM) are a type of white blood cell, and our in-image visualization
emphasizes that the cell structure is crucial in determining class.

All persistence diagrams overlaid with our learned importance in this
example are distinct, indicating the need to learn the weight function
instead of relying on a pre-fixed one (i.e. persistence). This example
demonstrates how our visualization can effectively highlight the medi-
cally significant structures in a complex dataset, a conclusion supported
by feedback from our biomedical collaborators.

5 DISCUSSION

In this paper, we introduced the first visualization of the importance of
topological features, which includes the visualization of an importance
field through the learned weight function and in-image visualization of
topological significance. This allows TDA researchers to gain insight
into the topological features that drive dataset classification for the
first time. Rather than an assumed, fixed weighting our novel deep
metric model optimizes the weight function given labeled data. Fur-
thermore, our model outperforms other topological representations,

including those that use persistence-based weights or learned kernel
weight functions.

However, our novel approach also has limitations. The persistence
image, acting as a density estimator, may lead to density and importance
overlapping along the diagonal due to smoothing. This could pose
challenges for points near the diagonal on extended diagrams. We
demonstrated how our field can drive in-image visualization of 0D
features through sublevel set filtrations on images. While our field
is dimension and filtration agnostic, mapping diagram points back to
original data is not always straightforward. For instance, visualizing
generators for even 1D features remains an active research area [27, 35,
38]. Additionally, visualizing importance in unstructured datasets is an
open question. These topics offer exciting avenues for future research.
For example, our approach could extend ongoing work on visualizing
1D features or enhance visualizations of the Morse-Smale Complex.

Our results highlight the variability of topological importance across
domains, classes, and datasets. Thus, a single fixed weighting strategy
may not be optimal for various datasets. This emphasizes the need
for further research in this domain, where our approach serves as the
pioneering visualization tool.
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